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Abstract—The segmentation of tubular tree structures like
vessel systems in volumetric datasets is of vital interest for
many medical applications. In this paper we present a novel,
semi-automatic method for blood vessel segmentation and
centerline extraction, by tracking the blood vessel tree from a
user-initiated seed point to the ends of the blood vessel tree.
The novelty of our method is in performing only two-
dimensional cross-section analysis for segmentation of the
connected blood vessels. The cross-section analysis is done by
our novel single-scale or multi-scale circle enhancement filter,
used at the blood vessel trunk or bifurcation, respectively.
The method was validated for both synthetic and medical
images. Our validation has shown that the cross-sectional
centerline error for our method is below 0.8 pixels and the
Dice coefficient for our segmentation is 80% =+ 2.7%. On
combining our method with an optional active contour post-
processing, the Dice coefficient for the resulting segmentation
is found to be 94% =+ 2.4%. Furthermore, by restricting the
image analysis to the regions of interest and converting most
of the three-dimensional calculations to two-dimensional
calculations, the processing was found to be more than 18
times faster than Frangi vesselness with thinning, 8 times
faster than user-initiated active contour segmentation with
thinning and 7 times faster than our previous method.
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filter.
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INTRODUCTION

Many clinical practices rely on angiography in
multiple imaging modalities. This leads to an increas-
ing need for visualization and segmentation of blood
vessels. Analysis of blood vessel morphology is
very important in many clinical applications for diag-
nosis, planning and navigation. This is especially
important for planning liver resections and navigation
of catheter-based interventions. Catheter tracking re-
quire precise knowledge of the blood vessels for
accurate positioning of stents and valves.

Manual segmentation of blood vessels is impractical
as they present very complex 3D structures, which
makes an automatic or semi-automatic segmentation
important. In the literature, many papers are dealing
with blood vessel segmentation.'®'> Conventional
blood vessel segmentation methods can be classified as
top-down or bottom-up approaches. In top-down
approaches, the process starts from single or multiple
user-initiated seed points and iteratively merges nearby
structures or regions based on a predefined condition.
In bottom-up approaches, a predefined condition for
blood vessel segmentation is evaluated at each and
every voxel of the input image, not requiring any seed
point initializations from the user.

Typical top-down methods include region growing
and deformable models. Two major conditions looked
for in region growing methods are intensity value
similarity and spatial proximity.”>** Region growing
methods also include an initial thresholding. Deform-
able model methods include active contours or snakes,
level sets and wave-front propagation.'®%!"1* These
methods work on iteratively adjusting the initial user
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set contour to fit to the blood vessel structure. The
major disadvantages of these methods are that there is
little use of structure information leading to high
chance of leakage, and also that iteratively modifying
the contour is very time consuming.

Typical bottom-up methods are based on local shape
descriptors or tube detection filters.*>'"*! The radius
for tube detection varies, but following the concepts of
scale-space theory,'® the response of a tubular filter is
maximal if the scale fits the object size. Conventional
tube detection filters try to identify the tubular objects at
different scales and combine all responses into one
multi-scale response. The major disadvantages of such
methods are that they are computationally very expen-
sive, due to their processing of each and every voxel and
its neighborhood in the image at several scales.

Along with segmentation, a centerline extraction of
these blood vessels is also important. An extracted
centerline could be used for fast registration of blood
vessels and updating blood vessel models obtained
intraoperatively.'*** We have earlier proposed a cen-
terline extraction method that uses our modified mul-
tiscale vesselness equation.'” Our earlier method was
faster than the conventional vesselness method by
performing the modified vesselness only within regions
of interest; however, this was still not fast enough, as it
required prior calculation of whole image Hessian.

In this paper, we present a novel blood vessel seg-
mentation and centerline extraction method incorpo-
rating both top-down and bottom up approaches. The
main aim of this method is to provide the user with a fast
and easy to use blood vessel segmentation method,
which has the potential to be used for updating models
during intra-operative procedures. The proposed
method is semi-automatic and works by processing a
single 2D blood vessel cross-section at a time and
tracking the connected blood vessel tree to its end points.
The final 3D blood vessel segmentation is calculated by
combining all the tracked 2D vessel cross-sections.

METHODS

Our proposed method focuses on segmenting the 3D
connected blood vessels by tracking their cross-sec-
tions from a user-initialized seed to the blood vessel
ends. The user initializes the tracking by setting a seed
point, a direction seed point and an approximate blood
vessel cross-section radius at the seed point.

In this section we describe the proposed method,
which is divided into four parts: (1) cross-section
image, (2) preprocessing for cross-section image ana-
lysis, (3) bifurcation detection, and (4) circle enhance-
ment filter. In the first part, we describe how the cross-
section image is calculated at a seed point and its
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corresponding cross-sections. In the second part, we
describe all the preprocessing steps required for further
cross-section analysis. In the third part, we describe
how a cross-section is classified as a bifurcation. In the
fourth, we describe our novel circle enhancement filter,
which is used enhancing the blood vessel cross-section
and subsequent centerline extraction. Finally, we
describe an optional post-processing step that allows
the user to modify the output, so that the eventual
segmentation gaps are filled properly.

Cross-Section Image

At the beginning, the tracking direction of the con-
nected blood vessel of interest is estimated as the vector
connecting the seed point and the direction seed point,

T=(x; = xa)i+ (s —va)j + (z —z)k (1)

. T

t T (2)
where T is the tracking direction, (x;y, yy, zy) is the seed
point, (xz, va, zq) is the direction seed and 7 is the unit
vector along the tracking direction.

The tracking direction is used only at the seed point
to initialize the direction of segmentation. At the seed,
the tracking direction is set as the vessel direction of
flow and its cross vectors are set as the approximate
vectors representing the cross-section of the blood
vessel. However, an Figen analysis of the Hessian
matrix is calculated for precise information of the
vessel cross-section vectors. For the subsequent cross-
sections along a trunk, the next possible center pixel or
the center candidate is determined by moving along the
vessel direction from the previous center position.

Eigen analysis can geometrically interpret the sec-
ond order derivatives of an image at each point. The
second order differential quantity for a volume
I(x,y,z) with a Gaussian convolution g,(x,y,z), is
given by the indefinite Hessian matrix,*>-!
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and o is the scale parameter set according to the radius
of the blood vessel. At the initial seed point, the user
defined initial radius is set as the ¢, and for the sub-
sequent cross-sections analysis, the previous cross-
section radius is set as the o.



Blood Vessel Segmentation by 2D Cross-Section Analysis

Let the eigenvalues of the Hessian matrix H, be 4,
/> and A3, and their respective normalized eigenvectors
be represented by v/, ¥; and ¥;. On sorting the
eigenvalues as |4 < |/] < |43], the eigenvector v
represents the vessel direction and the eigenvectors vs
and V3 represent the vessel cross-section vectors. These
vessel cross-section vectors are used to create the vessel
cross-section image, as shown in Fig. 1. The vessel
cross-section image is found by interpolating at a dis-
crete set of points along the 2D plane represented by
the two cross vectors, v, and vs.

Preprocessing for Cross-Section Image Analysis

Before moving into the cross-section analysis, some
preprocessing steps have to be performed for calculating
the wvessel cross-section border, radius and local
threshold. These preprocessing steps help understanding

FIGURE 1. Vessegross-s&:tion image made using the ves-
sel cross vectors v, and vs3'.

the structure at the cross-section and thus in segmenting
the blood vessel itself.

The border of the vessel cross-section is found by
applying a Canny edge detection filter on the cross-
section image, as the blood vessel intensity is different
from that of its surroundings.’ 2D Gaussian smooth-
ing filter is applied at the beginning of the Canny filter
to smooth out noise. The variance of the Gaussian is
proportional to the square of previous radius or the
initial user-set radius. Figure 2 shows the border of the
blood vessel cross-section after applying the Canny
edge detection method. Each border pixel obtained
represents the discrete border contour of the vessel
cross-section.

An approximate diameter of the cross-section is
calculated by taking the maximum of the diameters
along the perpendicular vectors v, and v, from the
seed to the cross-section border, as shown in Fig. 2.
Finally, the local threshold at the vessel cross-section is
also found by averaging all the blood vessel cross-
section intensities along the border of the vessel cross-
section.

Bifurcation Detection

After performing the preprocessing steps, each of
the vessel cross-section images are checked to deter-
mine if it is a bifurcation. The contour of a vessel
bifurcation cross-section is very different from the
contour of a vessel trunk cross-section. Figure 3 illus-
trates difference in the shape of the vessel cross-sec-
tions between trunk and bifurcation. By calculating the
shape descriptors: compactness and radius variance,
we can identify bifurcating vessel cross-sections.'®

Compactness is a measure of how circular a given
contour is. It can be defined as

FIGURE 2. Right: Vessel cross-section image, and Left: Canny edge of the vessel cross-section and the two diameters, d1 and d2,

along the perpendicular vectors v and 73’, from the seed.
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FIGURE 3. Shape descriptor values at various cross-section images along a blood vessel.

P2
Compactness = i (5)
where P is the perimeter of the vessel cross-section
shape and A is the area of vessel cross-section. Radius
variance is the variance in distance from the center
candidate to the border points or vessel cross-section
contour.

Whenever there is a sudden increase above a certain
threshold or a sudden change in the shape descriptors
(compactness and radius variance), the corresponding
cross-sections are analyzed as bifurcation cross-sec-
tions. Figure 3 illustrates how the shape descriptor
values change as the cross-section changes from vessel
trunk to the vessel bifurcation. The sudden change in
the shape descriptors resembles the change in vessel
cross-section border, signifying bifurcation.

Circle Enhancement Filter

On determining whether the vessel cross-section is
part of a vessel trunk or a vessel bifurcation, the pro-
cess goes forward in enhancing the structure accord-
ingly and finding the center of the cross-section. We
have implemented a novel circle enhancement or
“circleness” filter, which enhances circular structures in
the image and provides a good Gaussian profile for the
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output intensity. The filter adopts the scale space
approach with the possibility of performing the oper-
ation in single or multiscale.

In the proposed method, a single scale approach is
used to enhance the cross-section at vessel trunks,
while the multiscale space approach is used to enhance
the cross-section at vessel bifurcations. This makes the
bifurcation detection step a very crucial step.

Our circleness filter is based on 2D Eigen analysis on
the 2D Hessian matrix computed at each pixel of the
vessel cross-section image. Similar to Eq. 3, the 2D
Hessian matrix is given by,

9 g
Fp 25 w28
Hoyp(x,y;0) = 2 s (6)
I * &82Ds [2D * 82Da
2D * Hyox 0y

where Ip is the vessel cross-section image, gop, is the
2D Gaussian filter and ¢ is the scale parameter set
according to the vessel cross-section radius, which is
found at the preprocessing step.

Let Ap; and Aypy be the eigenvalues from the 2D
Hessian matrix. These eigenvalues are used to
understand the structural information of at each pixel
of the cross-section image. The circleness filter is for-
mulated with the knowledge that both the eigenvalues
will be high at the center of the cross-section as the
cross-section is near circular in nature. After sorting
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the eigenvalues (|4pi| < |42p2|), we have coined a
circleness ratio

_ |Zap1 + Zopo]

Cr = .
& {[222] — [Zapi ]

(7)
Our novel circleness equation at a single scale using
the circleness ratio Cg is

C=(1- @) (1 -3 (8)

where k affects the rate of increase of the Gaussian
profile of the circleness filter, while S is the Frobenius
matrix norm of the Hessian,

S=1\/73p; + Z3py )

which reduces the effect of noise in the filtered output.

For more efficient processing, we apply our circle-
ness filter only inside the vessel cross-section region.
The region of interest is determined by applying the
local threshold found in the preprocessing step.
Figure 4a shows the single scale circleness filter output
on a vessel trunk cross-section image. The single peak
obtained from the single scale circleness filter applied
to a vessel trunk cross-section is the center of that
cross-section. Moving along the vessel direction vy
from the current center, we find the next possible
center or the next center candidate for the next cross-
section of the vessel trunk.

At the bifurcation cross-section, we apply the mul-
tiscale circleness filter. This allows determination of
multiple peaks, where each corresponds to a bifurcat-
ing vessel. The multiscale circleness is formulated as,

Cmulti = max C(U) (10)
Omin <0 <0max
where oy i1s the minimum radius and oy, is the
maximum radius. g,y 1S set as the radius of the cross-
section and, o, is set as one-third the value of oyax
for detecting smaller bifurcations of up to one-third the
size of the radius.

Figure 4b shows the multiscale circleness filter out-
put with multiple centers at the vessel bifurcation
cross-section image, where each center corresponds to
a different bifurcating vessel. Each center found at the
bifurcation cross-section is set as a new seed for the
whole process to start again.

At the vessel cross-section, the immediate sur-
rounding 3D neighborhood is also checked and added
as part of the vessel, if they fall within the local vessel
threshold. This helps in reducing the gaps that might
be caused by processing 2D slices along a 3D blood
vessel. The vessel cross-section tracking finally stops,
when the newly found center candidate falls outside the
connected blood vessel region.

While tracking through the blood vessel, the circ-
leness filter output at each vessel cross-section is added
into its corresponding 3D voxel in the final segmen-
tation output. Thus, when the whole connected blood
vessel tree is tracked, the method simultaneously pro-
duces the complete 3D blood vessel segmentation
output and the extracted centerline.

Post-processing

The initial 3D blood vessel segmentation result is
obtained after the vessel cross-section tracking comes
to a stop by reaching all the blood vessel end-points.
The user then has an option to perform a post-pro-
cessing, where the initial blood vessel segmentation
output is set as a seed volume or contour for an active
contour evolution.>* The user has the option to set the
region of interest and the processing intensity range.
Adjusting lower and upper threshold values sets the
intensity range, and the curve within the intensity
range can be low-pass filtered for smooth propagation
of the contour. Finally, the user also has to set values
for external and internal forces governing the flow of
the contour, before starting the evolution. On com-
pleting the evolution, the final 3D blood vessel seg-
mentation is obtained, which has a smooth surface,
well fitted to the original blood vessel.

RESULTS

The proposed method was applied on a set of eight
images: four synthetic blood vessel images and four
medical images. The synthetic images used for our
validation were made by a method proposed by Gal-
arreta-Valverde et al., which is an extension of the
traditional Lindenmayer system (L-system) that gen-
erates synthetic 3D blood vessels by adding stochastic
rules, and they were downloaded from Galarreta-
Valverde’s web-database of synthetic images.® These
synthetic images were chosen, as they resemble blood
vessels from medical images to a great extent. All the
medical and synthetic images were resampled to
I mm x 1 mm x 1 mm voxels to obtain an isotropic
image resolution that is good for structural analysis.

Figure 5 shows the synthetic blood vessel images
and various outputs obtained using different methods.
The first column shows all the synthetic blood vessel
images (Imagel-4) used in our study. The second
column shows the 3D models made from Frangi
yesselness.” In the third column, the 3D segmented
output from the active contour method with a user-
initiated seed point is shown.”* The fourth column
shows the 3D models made from blood vessel seg-
mentation using our proposed method without the
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FIGURE 4. (a) Top row: Input vessel trunk cross-section image and its 3D intensity plot, Bottom row: Single scale circleness
image of trunk cross-section image and its 3D intensity plot; (b) Top row: Input vessel bifurcation cross-section image and its 3D
intensity plot, Bottom row: Multi-scale circleness image of bifurcation cross-section image and its 3D intensity plot.
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FIGURE 5. First column: Maximum Intensity Projection (MIP) images of input synthetic images (Images1-4); Second column: 3D
view of blood vessel segmentation obtained using Frangi vesselness; Third column: 3D view of blood vessel segmentation
obtained using semi-automatic active contour segmentation; Fourth column: 3D view of blood vessel segmentation obtained using
our proposed method without post-processing step; Last column: 3D view of blood vessel segmentation obtained using our

proposed method with post-processing step.

optional post-processing step, and the segmentation
result with post-processing step is shown on the last
column. We did not consider adding noise in the syn-
thetic images as our method expects that a blood vessel
with contrast will have higher intensity inside than
outside of the vessel. Also, our method works by
tracking the blood vessel only from within the blood
vessel, without considering the outside noise.

Figure 6 shows the medical images used in our
study and their corresponding outputs. All the medical
images (Image5-8) shown in the first column are con-
trast enhanced magnetic resonance angiogram images.
The centerlines extracted using the proposed method
are shown in the second column. Lastly in Fig. 6, the
3D model views from the blood vessel segmentation
performed using Frangi vesselness with thresholding,”’
active contour segmentation’* and the proposed

method are shown in the third, fourth and last column,
respectively. For medical images, the thresholding for
Frangi vesselness is done using maximum entropy
thresholding.” The entropy-based thresholding method
is selected as it is shown to give better results when
compared to other similar thresholding methods.” The
seed for the active contour segmentation is a sphere
with diameter of 5 voxels and center at the same
position as that of the corresponding seed for the
proposed method.

Processing Time

All blood vessel images, both synthetic and medical,
used in our study were segmented on a MacBook Pro
with 2 GHz Intel Core i7 processor and 8 GB
1600 MHz DDR3 RAM. We compared the processing
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FIGURE 6. First column: Maximum Intensity Projection (MIP) images of input medical images (Images5-8), with red circles
indicating the seed points; Second column: MIP images of centerlines obtained using our proposed method; Third column: 3D
volume view of blood vessel segmentation obtained using Frangi vesselness and max entropy thresholding; Fourth column: 3D
volume view of blood vessel segmentation obtained using seed initiated active contour segmentation; Last column: 3D volume

view of blood vessel segmentation obtained using our proposed method without post-processing step.

TABLE 1. Processing time taken for centerline extraction

using, Frangi vesselness with 3D thinning (F.V.+T.),>'* seed

initiated active contour with 3D thinning (A.C.+T.),'*** our
earlier method'? and our current proposed method.

F.V4+T. A.C+T. Earlier Curr.
Data, size (s) (s) (s) (s)
Image1, 345 x 345 x 345 899 441 434 26
Image2, 300 x 300 x 300 604 225 270 19
Image3, 150 x 150 x 150 71 36 36 9
Image4, 225 x 225 x 225 254 105 109 23
Image5, 384 x 384 x 82 321 132 96 28
Image6, 352 x 384 x 95 274 107 32 12
Image7, 356 x 330 x 124 406 157 149 19
Image8, 272 x 499 x 88 198 151 88 26

time for segmenting the blood vessels from the 8
images by different methods. Table 1 shows the pro-
cessing time taken for centerline extraction by Frangi
vesselness with thinning,>"'* active contour segmen-
tation with thinning, our own earlier method for
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centerline extraction'? and our proposed method. The
thinning for both Frangi vesselness and active contour
segmentation was performed using Lee’s method,'
where the 3D neighborhood of each foreground voxel
is checked for thinning. Our proposed method is
shown to be on average more than 18 times faster than
Frangi vesselness with thinning, 8 times faster than
active contour segmentation and more than 7 times
faster than our earlier method'? for centerline extrac-
tion.

Centerline Validation

Centerline validation is performed by finding the
error between the ground-truth center and the center,
from the proposed method at each vessel cross-section.
Making a reliable manual ground-truth center for each
and every vessel cross-section is a time consuming task
for humans. An alternative is to find the geometric
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center of the vessel cross-section, which is calculated by
performing Hough circle detection, as the blood vessel
cross-sections resemble circles. The Hough circle center
will correspond to the center of the vessel cross-section
even when the cross-section is elliptical in shape.

The center error is calculated by finding the
Euclidean distance between the Hough circle center
and the center calculated by the proposed method.
Figure 7 shows the mean center error at vessel cross-
sections of all synthetic and medical images at various
radius, and the standard deviation between images.
The center error decreases with increasing radius,
where the center error is the highest at 1 pixel radius
with 0.75 pixels error and least at 7 pixels radius with
0.09 pixels error.

Segmentation Validation

Ground-truth data for the images are necessary for
validating the segmentation methods. In our study, we
only made ground-truth data for synthetic images and
the segmentation validation was performed only on
these images. A simple thresholding is sufficient to
create the ground-truth images for synthetic images, as
there is no information outside the vessel regions.

In our study, the validations for segmentation are
performed at both the 2D vessel cross-section seg-
mentation and the final, whole 3D blood vessel seg-
mentation. Various measurements taken for validating
2D and 3D segmentation are,

2TP

Di fficient = —————— 11
ice coefficien TP+ FN £ FP (11)
TP
Sensitivity = ———— 12
ensitivity = - —FN (12)
TN
Specificity = ———— 13
pecificity = —o——-~ (13)

Center Error

0 1 1 1 1 1 1 L 1 1 1 1 ]
0 1 15 20 25 30 35 40 45 50 55 60 685 70 75

Radius

FIGURE 7. Mean center error at various radius and its stan-
dard deviation between images.

Precision = TP (14)
TP+ FP
where TP is true positives, FP is false positives, TN is
true negatives and FN is false negatives. The Dice
coefficient, which is same as the F1 score, is a widely
used similarity measurement between two segmenta-
tions.

2D ground-truth vessel cross-section images for
validation are obtained by interpolating 3D ground-
truth at positions corresponding to the positions of 2D
cross-section images calculated in our proposed
method. Table 2 shows the mean Dice coefficient,
sensitivity, specificity and precision measurements, for
all the 2D vessel cross-section segmentations of all four
synthetic images; and their average values are
87.9% £ 0.9%, 89.2% £ 3.0%, 98.3% + 0.7% and
90.0% =+ 4.0%, respectively.

Figure 8 shows sensitivity, specificity and precision
measurements at Dice coefficients measured for 3D
blood vessel segmentation of synthetic images by
Frangi vesselness, vesselness with post-processing by
use of active contour segmentation, our proposed
method and our proposed method with post process-
ing. For the proposed method, the measurements are
given for vessel segmentation without and with the
post-processing step. Our proposed method provides
segmentation output with Dice coefficient of
80% =+ 2.7%, without the use of post-processing.
While, the validation measurements for the proposed
method with post-processing step are, 94% =+ 2.4%
for the Dice coefficient, 88.7% =+ 4.0% for sensitivity,
99.9% for specificity and 99.9% for precision.

TABLE 2. Mean of Dice coefficient, sensitivity, specificity
and precision, calculated along all the 2D cross-section
images of synthetic images.

Measurements 2D cross-section
Data (%) segmentation
Image1 Dice 87.4
Sensitivity 90.0
Specificity 98.1
Precision 88.8
Image2 Dice 87.2
Sensitivity 92.6
Specificity 97.4
Precision 84.9
Image3 Dice 87.9
Sensitivity 85.2
Specificity 98.9
Precision 93.6
Image4 Dice 89.4
Sensitivity 89.0
Specificity 98.7
Precision 92.8
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FIGURE 8. Sensitivity, specificity and precision measurements with different Dice coefficients calculated for the whole 3D blood
vessel segmentation performed using (a) Frangi vesselness method, (b) proposed method, (c) Frangi vesselness with post-

processing, and (d) proposed method with post-processing.
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FIGURE 9. Percentage of bifurcating vessels detected by
active contour segmentation, Frangi vesselness method with
maximum entropy thresholding, and our proposed method at
various vessel radius.

Bifurcating Vessel Detection

Since the segmentation validation is performed only
for the synthetic images, a bifurcating vessel detection
study is performed for validating the proposed method
on medical images. For medical images, it is important
to know the percentage of detection of bifurcating
vessels to understand how the proposed method per-
forms as the radius of the bifurcating vessel reduces.

Figure 9 shows the percentage of bifurcating vessels
detected as radius of the bifurcating vessels increases
from 1 mm. The study is performed first by counting
the total number of bifurcating vessels, and then by
identifying the number of bifurcating vessels that were
segmented by active contour segmentation, Frangi
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vesselness method with maximum entropy threshold-
ing, and our proposed method, at different vessel
radius. The results show that the percentage of vessels
detected is 100% at and above radius of 2.5 voxels for
our proposed. However, the percentage of vessel
detection reduces as the radius of vessel falls below 2
voxels for all the methods.

DISCUSSION

We have presented a semi-automatic algorithm for
segmentation of blood vessels and extraction of their
centerlines. The algorithm segments blood vessels from
single user-initialized seed, and works by analyzing
vessel cross-sections and tracking them to the ends of
the connected blood vessel tree.

The proposed method was tested on eight image
datasets, in which four were synthetic images and four
were medical images. With the use of these datasets,
the proposed method was validated for centerline and
segmentation accuracy, as well as for processing time.

For the centerline validation, the center calculated
by the proposed method at each vessel cross-section
was compared to its geometric center. One pixel is the
minimum center error that can occur at each vessel
cross-section. Figure 7 shows that the mean center
error found for all the vessel cross-sections is 0.55
pixels, which proves that the mean center error for the
proposed method is half of the individual minimum.
The figure also shows that the center error is lesser at
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the odd diameter cross-sections than its adjacent even
diameter cross-sections. This is due to the discrete
nature of the image pixelization, where the odd
diameters give a single specific pixel as its center
whereas the even diameters can give multiple center
candidates.

We performed segmentation validation for both 2D
vessel cross-section segmentation and 3D connected
blood vessel segmentation. In the proposed method,
the 2D wvessel cross-section segmented images are
combined to form the final 3D blood vessel segmen-
tation. Thus accurate 2D segmentation of vessel cross-
section is important for the final 3D blood vessel seg-
mentation. Our results in Table 2 confirm a correct 2D
segmentation with an average Dice coefficient of
87.9% £ 0.9% and precision in segmentation with
90.0% =+ 4.0%.

The segmentation validation for 3D blood vessel
segmentation is performed for the proposed method
without and with the use of post-processing, and the
Frangi vesselness method without and with the use of
post-processing. Figure 8 shows that the Dice coeffi-
cient is similar for the Frangi vesselness method with
an average of 83% =+ 4.0%, and our proposed method
with an average of 80% =+ 2.7%. However, the seg-
mentations differ as our proposed method has more
false positives and less false negatives than the Frangi
vesselness method. This is proven by the higher preci-
sion of 96.8% £ 1.9% for the proposed method
compared to 78.4% &+ 6.5% for Frangi vesselness
method, and lower sensitivity of 68.4% =+ 4.3% for the
proposed method compared to 88.9% 4+ 7.6% for
Frangi vesselness method. Lower sensitivity for the
proposed method is due to the gaps in vessel segmen-
tation, particularly at areas where there is a sudden
change in the vessel-tracking angle and also at bifur-
cations where there is a bigger shift in seed positions.
These gaps could later be filled with the use of the post-
processing step and our results show that the proposed
method with post-processing gives a better segmenta-
tion with Dice coefficient of 94% =+ 2.5%. However,
similar Dice coefficient of 93.7% = 2.4% can also be
obtained by using the post-processing step on Frangi
vesselness method, which shows that the high similarity
measures for the segmentation results are actually
obtained by the use of the post-processing step, i.c.,
active contours.

In synthetic images, the measurements show that the
segmentation from the user-initiated active contour
segmentation alone is similar to the proposed method
with the post-processing step. However, on visual
evaluation of medical images and from results shown
in Fig. 9, segmentation by active contour method de-
tects fewer bifurcations than the proposed method.
Thus the results from synthetic and medical images

show that by providing the segmentation result from
the proposed method as the starting contour for active
contour segmentation will give a fast approximation to
original blood vessel image with very minimum itera-
tions.

Figure 9 also shows that the thresholded Frangi
vesselness segmentation results detect more vessels
than both the other methods. However, the disadvan-
tage of vesselness method compared to a local tracking
method is that the method is applied to the whole
image and it detects even blood vessels that are not
connected to blood vessel of interest, as shown in
Fig. 6. However, vesselness or a whole image analysis
method has an advantage of detecting vessels that
might be wrongly shown as disconnected in medical
images due to contrast variation. It is also to be noted
that more vessel detection could be achieved with the
Frangi vesselness method by manually lowering the
threshold, but at the cost of detecting more vessel-like
structures that are not of interest.

The proposed algorithm was coded in C+ + with
the use of ITK libraries and the post-processing step was
performed using ITK-Snap. Table 1 clearly shows that
our proposed method is faster than all the compared
methods for centerline extraction. The post-processing
step for the proposed method took on an average only
1 s extra. The final processing time is within reasonable
limits for use during intra-operative procedures, where
faster update of the blood vessels is required.

A drawback of our method is in not detecting gaps
and abnormalities in the blood vessels. The reason
behind this is that our method while tracking always
analyses the structural information of the blood vessel,
which is tubular in nature for blood vessels and cir-
cular or ellipsoidal for vessel cross-sections. Another
concern is at blood vessel fusion, where the blood
vessels overlap due to imaging artifacts. Here, the
proposed method might consider the fusion area as a
bifurcation.

Figure 9 shows that the percentage of detection of
bifurcating blood vessels for our proposed method falls
drastically below vessel radius of 2 mm/voxels. How-
ever, for medical applications such as liver resection,
blood vessels with a radius below 2 mm are not of
interest.

In conclusion, we have presented a fast method for
simultaneous blood vessel segmentation and centerline
extraction. The novelty of our method is in performing
only two-dimensional cross-section analysis for seg-
mentation of connected blood vessels from a single
user-initialized seed point. Our method also has the
potential to be used for simultaneous blood vessel
segmentation and labeling, for example in visualizing
liver blood vessels separately as hepatic and portal
system. In the future work, we will work on extending
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our algorithm to segment more complex blood vessel
structure like trifurcations, which are particularly
useful for blood vessel segmentation in liver. We will
also work on detecting small gaps in the connected
blood vessels with an angle based search at the end
points and on detecting abnormalities such as aneu-
rysms in blood vessels by incorporating blob detection
when the tracking reaches an abnormal structure. Our
future work will also include detection of overlap and
limit the leaking at these areas by including a vessel
direction based restriction.
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